Bounded Kalman filter method for motion-robust, non-contact heart rate estimation
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Abstract: The authors of this work present a real-time measurement of heart rate across different lighting conditions and motion categories. This is an advancement over existing remote photo plethysmography (rPPG) methods that require a static, controlled environment for heart rate detection, making them impractical for real-world scenarios wherein a patient may be in motion, or remotely connected to a healthcare provider through telehealth technologies. The algorithm aims to minimize motion artifacts such as blurring and noise due to head movements (uniform, random) by employing i) a blur identification and denoising algorithm for each frame and ii) a bounded Kalman filter technique for motion estimation and feature tracking. A case study is presented that demonstrates the feasibility of the algorithm in non-contact estimation of the pulse rate of subjects performing everyday head and body movements. The method in this paper outperforms state of the art rPPG methods in heart rate detection, as revealed by the benchmarked results.
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Rhythmic pulsating action of the heart causes blood volume changes all over the body [1]. This pulsating action results in the generation of cardiac pulse, which can be tracked/observed in the skin, wrist, and fingertips [1]. Photoplethysmography (PPG) is an optic based plethysmography method, based on the principle that blood absorbs more light than surrounding tissue and hence, variations in blood volume affect transmission or reflectance correspondingly [2]. Several papers have been published that capture the cardiac pulse caused by skin color changes with the help of cameras [3–16]. However, measuring heart rate (HR)
still remains a challenge, as the changes caused by the cardiac pulse are small in comparison
to the numerous other factors that affect skin appearance over time, such as motion (rigid and
non-rigid) and changes in lighting conditions [11].

A major limitation of current methods is their inability to accurately predict heart rate
when a subject performs non-stationary actions such as head rotation, talking and walking in
varying lighting conditions, though studies have tried implementing new methods and
improving prior ones [5,8,12,13,17,18] and [19]. Light incident on a person is subject to
scattering and absorption by the blood flowing in the skin [20]. It is this combination of light
distortion that leads to detection of pulsation in synchronism with the cardiac cycle; which is
typically (1-2)% of the total light detected [20]. Reflected light is found to decrease with an
increase in blood flow [21]. This requires methods to have accurate capture of light intensities
from the points being tracked.

However, focus on the problem of motion during HR prediction reveals that facial
landmark predictors and frontal face detectors cease to detect faces subject to motion artifacts
like blurring [22,23]. Motion blur causes the edges of the face to be distorted, resulting in
swaying of landmark detection algorithms or an inability to detect the face [22,23]. Most
commercially-available cameras have an increased exposure time of the shutter under low
lighting conditions and hence, the motion of an object or a person gets embedded in the
captured frame [24]. People tend to usually move their faces in a common workplace. This
movement when captured by a camera, is subject to having most of its frames blurred (noisy),
depending on a person’s speed of head movement and the shutter speed of the camera.

If features in the region of interest (ROI) do not get tracked either because of motion blur
or occlusion, it causes discontinued pixel intensity measurements to be made, affecting the
accuracy of heart rate measurement. Thus, motion robust feature tracking algorithms are
required to enable motion estimation, motion compensation or deblurring of motion artifacts.

In this paper, a HR measurement method is presented that utilizes facial key-point data to
overcome the challenges presented in real world settings as described earlier. In summary,
our contributions are:

1. The ability to identify motion blur and to dynamically (algorithmically) denoise
blurred frames to enable frame to frame face capture

2. The ability to enable motion estimation of feature points with higher accuracy in terms
of range and speed as compared to Optical Flow based methods

3. The ability to accurately capture heart rate at distances up to 4ft

This work will foster the development of research in other domains such as affective
computing and gamification, where the real-time quantification of individuals’ response
states, is paramount to measuring performance [25,26]. The following sections will explain
the work in detail. The rest of the paper is organized as follows. This section provides an
introduction and motivation of this work. Section 2 summarizes work done in related research
areas. Section 3 presents the method designed to effectively measure HR while subjects are
performing various motion scenarios under varying lighting conditions. Section 4 discusses
the experimental setup and performance evaluation criteria. Section 5 elucidates the results
while Section 6 presents a discussion on the case study, its advantages and limitations.
Section 7 draws conclusion to the study and recommends possible future work.

2. Related work

The following section reviews related work corresponding to the topic and the proposed
method. Careful observation of related research papers makes clear the fact that each method
differs based on its architecture and not the flow, which is coherent with chronological
improvements.
2.1 Static HR detection methods

The underlying source signal of interest in the image-guided and motion-guided techniques is cardiovascular blood volume pulse (BVP). The feature point trajectories in the case of head motion based technique is influenced by movement due to BVP as well as by sources like respiration, vestibular activity and changes in facial expression [27–29]. In PPG based techniques, this result is due to a mixture of light fluctuations and plethysmographic signals reflected off of the skin [1,2,6,8,9,11,12,18].

Poh et al. [9,30] made use of the Viola-Jones face detection algorithm [31] and computed the mean intensity values of the red (R), green (G) and blue (B) color channels from each frame. The authors employed Independent Component Analysis (ICA), a blind source separation (BSS) technique, in order to separate the PPG signal from the three-color traces. Results from Verkruyse et al. and Poh et al. reveal that ICA separated sources were able to achieve a higher accuracy, compared to BVP extracted from green channel trace [9,30]. However, their claim of the rPPG signal of a subject being the second component of an ICA, may not always be true, given the nonlinear nature of motion and optical properties of light.

Lewandowska et al. ran a comparative study using Principal Component Analysis (PCA) and ICA and found the processing time of finding HR using PCA to be multi folds faster for both a whole face ROI and forehead ROI, without compromising on accuracy [7]. Lewandowska et al. also found that a decrease in ROI size increases the level of noise in the BVP. However, their method requires the subject to be motionless and does not account for variations in illumination.

Lam and Kuno extend the use of BSS for HR detection with the help of a nonlinear skin appearance model [11]. Their skin model assumes the reflected light to contain information on the short time varying BPV and long term varying melanin formation. Assuming melanin formation to be constant, FASTICA [32] was implemented to extract information corresponding to BPV, using Welch’s PSD [33].

The algorithm of Li et al. enables remote HR measurement under realistic conditions such as when subject performs rigid movements like head tilt, and non-rigid movements like eye blinking and smiling. They employ a Normalized Least Mean Square (NLMS) adaptive filtering method to counter the effects of illumination variation using background illumination rectification [10]. They model an illumination rectification step, which uses the green channel intensity variation of the background to correlate an equivalent non BVP reflected light intensity from the ROI using NLMS. However, the authors fail to recognize the difference in spectral reflectance of the background and the skin, resulting in lower accuracies where such rectification is not possible.

Our model improves processing speed and reduces latency by avoiding BSS based methods and extracting HR signals using alternative color spaces, thus concurring with results as reported in [8]. This enables real time HR detection in settings (subject performing normal (voluntary) head movements) requiring the subject to be remotely diagnosed by a medical practitioner.

2.2 Motion tracking and motion-based HR detection

The primary focus of the previous section was in illumination rectification and blind source separation of raw signals. The following section features methods which are robust not only to illumination changes, but also to motion changes. Wang et al. proposed one of the first motion robust algorithms [5] using the CHROM [12] method to create and optimize pixel-based remote PPG (rPPG) sensors in the spatial and temporal domain for robust pulse measurement. They use Farneback’s dense optical flow algorithm to track the translational displacement of each image pixel between two frames [34]. However, Farneback’s algorithm is a dense optical flow method, which is computationally heavier than Lucas and Kanade’s optical flow algorithm (i.e., the KLT algorithm) as used by [3,13]. The KLT algorithm utilizes Shi and Tomasi’s good features to track algorithm [35,36]. Features such as corners
are tracked by using the concept of flow vectors to detect motion in two subsequent frames of a video. However, it has been reported that both optical flow methods are computationally heavy and prone to error magnification, not performing well in scenarios featuring large motions [37]. Optical flow equations rely on first-order Taylor expansion, which breaks down when the input motion is large, causing ghosting artifacts [4]. Additionally, white Gaussian noise with variance gets summed with intensity value of the pixels being tracked [4], adding process noise.

Kumar et al. [13] have employed KLT based region of interests tracking from frame to frame to compute motion vectors. Additionally, Kumar et al. have developed a goodness metric for determining the weights of regions of interest, based only on the video recording of the subject. Although their method was developed to estimate the dynamic heart rate using a computationally efficient approach when compared to existing methods, it requires parameters to be set for static and motion based video analysis based on heuristic alone.

The existing optical flow based methods have a time complexity rate dependent on the quadratic power of the number of warp parameters used to compute the Hessian [38]. However, optical flow methods can effectively be utilized to track small displacements with high accuracy [4]. On the other hand, computational time complexity of feature tracking (as enabled in the algorithm being proposed) varies linearly with n (number of pixels being tracked in every frame). Additionally, motion noise due to a subject’s head movements is handled by ROI regions having high rPPG SNR (Signal to Noise Ratio) strength [39]. The time complexity of the optical flow algorithm is significantly greater than appearance based feature tracking except when warp parameters are absent. Since the primary objective of the proposed algorithm is to foster remote/tele PPG based health care monitoring which is immune to large/random motion errors, the proposed method mitigates the limitations by reducing drift errors and increasing the range of motion tracking. In addition to detecting motion when seated, our algorithm is able to estimate HR at a range of up to four feet, with accuracies greater than state of the art rPPG methods.

2.3 Alternative color spaces and skin segmentation

Though illumination robust algorithms were discussed in section 2.1, alternative color space exploration is gaining momentum in the research community and offers tangible results. Shifting color spaces help alleviate motion artifacts and accounts for better illumination variation, while being computationally efficient with less or limited latency in BVP estimation [8]. The primary reason for a shift in color space is due to the fact that the Red Green Blue (RGB) color system requires additional filtering and the use of PCA and ICA techniques. Both PCA and ICA are linear dimension reduction methods with significant estimation latencies [8,12].

The use of alternative color space for HR measurement has also been studied by [8]. Their result reveals that reflection of light intensity changes from the skin due to BPV, was enhanced and stronger in the H and Y channel of the Hue Saturation Lightness (HSL) and Luma and Chrominance (YUV) color spaces, thus accounting for high illumination variation. Hue is a representation of the dominant wavelength in a mixture of light waves. Additionally [40], tests the hypothesis of pulsatile components being independent of wavelength and lying in the range of (660-805) nanometers. Nevertheless taking a closer look at the absorption spectrum of oxy-hemoglobin reveals that absorption of light is greatest in the (500-600) nanometers wavelength, which coincidently, is green channel’s dominant wavelength, supporting the hypothesis of numerous research on finding an accurate HR measurement in the green channel of the image [41]. Kramer et al. conducted an experiment using oxygenated blood, measuring the transmittance of light through blood and found that it does not obey the simple Beer-Lambert law, and that the optical density of blood is a non-linear function of hemoglobin [42]. Enson et al. discovered that a variation in light reflected from blood occurs with pulsating flow and that the variation could be higher than 20% with reflectance PPG
Thus, the theories show that it is important to detect the dominant wavelength of light being reflected from the skin of a subject to detect the BVP.

The algorithm presented employs hue, saturation and value color space for HR signal extraction and automatic skin segmentation for face detection for every frame. Following face detection and ROI selection, the feature points in the regions of interest are tracked. Table 1 summarizes the related work section, highlighting the contributions of other methods and the novelty of the method presented in this work.

Table 1. Related Works Table (Black Shading Indicates Contributions Made by Corresponding Papers)

<table>
<thead>
<tr>
<th>Authors</th>
<th>Year of Publication</th>
<th>Stationary Subjects</th>
<th>Moving Subjects</th>
<th>Dynamic Feature Selection</th>
<th>Manual ROI Selection</th>
<th>Head motion-based HR detection</th>
<th>Change of Color space Spectrum</th>
<th>Non-linear signal extraction method</th>
<th>BSS Method of signal extraction</th>
<th>Different Skin Tones</th>
<th>Illumination Variance</th>
<th>Motion Robustness with Uniform Movements/Mimic movements</th>
<th>Motion Robustness against walking</th>
<th>Motion Repeatability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poh et al. [9,30]</td>
<td>2010, 2011</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lewandowska et al. [7]</td>
<td>2011</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>De Buss et al. [12]</td>
<td>2013</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bhalchal et al. [27]</td>
<td>2013</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Li et al. [10]</td>
<td>2014</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tsouri and Li [8]</td>
<td>2015</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kumar et al. [13]</td>
<td>2015</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>This Paper</td>
<td>2018</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3. Method

The objective of the method is to enable a real-time measurement of HR across different lighting and motion conditions. Figure 1 is an outline of the method, with the following sections providing a detailed explanation of the various processes involved in achieving the objective.

Fig. 1. Outline of the proposed algorithm [The stars indicate that Face Detection and Skin Segmentation sub-blocks swap positions after iteration #1].
3.1 Face detection and skin segmentation

Face detection is performed using the Viola-Jones algorithm [44] which employs the Haar Classifier from OpenCV [31,45]. This gives a coarse detection of non-face regions and fails when a subject makes a rotational motion. The Haar classifier searches the entire frame each time to detect a face. To avoid performing a face search for each frame, the face detection algorithm is employed only for the first frame when the camera turns on. After which, the automatic skin segmentation step is performed. Following the color space transformation, skin segmentation is performed using the Back Projection function from the OpenCV library [46], once it computes the model histogram of the skin using the detected face from the first frame. Since skin color changes as a result of sudden changes in lighting/angle of face, a model template is utilized prior to face detection on the next frame. This step enables robust face detection without substantial loss of processing time during each subsequent frame.

Following face detection, facial landmarks are laid on the face of a person as shown in Fig. 2. Regions of interest are created based on the facial key-points on the detected face, using an ensemble of regression trees method proposed by [47]. This method is used to regress the location of facial landmarks from a sparse subset of intensity values extracted from the input frame containing the detected face.

Regions of interest identification is a crucial step in HR measurement. Facial hair growth is a commonly observed feature and causes partial occlusion when detecting the face and region of interest [24]. Detecting such regions or an inability to detect the face will not yield accurate HR measurements [10]. Also, detecting only the forehead region is not an effective approach, as smaller the area of the ROI(s), the higher the probability of inaccurate measurements [1,7]. The ROIs have been modelled as per the process highlighted by Lewandowska et al. [7], while changing the aspect ratio of the ROIs to 16:9 (ratio of frame dimensions used to record subjects performing movements) to avoid expansion or contraction of ROIs when they are multi-scaled as a function of the distance from the camera. A constraint on aspect ratio helps keep the proportion of increase or decrease of ROI uniform, maintaining consistency in mean rPPG signal quality [48]. The described constraint can be established provided the ROIs are scaling-factor-constrained when a subject either moves toward the camera or away from it. The size of all the ROIs are the same and are scaled between minimum and maximum sizes of the ROI used in the training of the Haar Classifier [31,45] (a part of the OpenCV [46] library). Down scaling of the ROI has been found to reduce the noise sensitivity of camera-based rPPG devices [5]. Up sampling on the other hand would add extra feature points while reducing camera or motion noise, until face detection fails. However, the algorithm and tracking of at least one ROI fails when face detection fails. Thus, the algorithm is dependent on the detection of a subject’s face at all times. A small ROI (16 pixel neighborhood) from cheeks and forehead region have been found to contain good rPPG SNR signal quality [39,48] and hence, have been chosen as the 3 ROIs. The ROIs are positioned with reference to the facial landmarks for additional rigidity against rotational motion. In each ROI, the pixels are spatially averaged to yield ROI level raw hue traces \((H_r(t), H_s(t))\) represented as \(H_r(t)\), where \(r \in \{1,2,3\}\) is used to index the ROIs as identified in Fig. 2, while \((t)\) represents time period over which \(H_r(t)\) is calculated. As HR measurement involves comparing the light intensity changes over the frames, it is important to normalize the raw hue traces.
This processing step is performed over a 30 second sliding window with 1 second increments, consistent with the literature [9,10,49]. 30 seconds of PPG signal has been found to contain a pulse rate resolution of 2 b.p.m. (60 seconds/length of sliding window (30 seconds) period in seconds) [50]. Additionally, over longer periods of time, the temporal information in the PPG spectrum tends to get obscured because of the slight variability of HR [49]. The raw hue traces are normalized as $H'_r(t)$ for each 30 second sliding window individually using Eq. (1) as given below.

$$H'_r(t) = \frac{\sum_{i=1}^{3}(H_r(t) - \mu_r)}{\sum_{i=1}^{3}\sigma_r}$$

where, $\mu_r$ and $\sigma_r$ denote the mean and standard deviation of $H_r(t)$ respectively. Normalization of $H_r(t)$, transforms the signal to $H'_r(t)$ which has zero-mean and unit variance.

### 3.2 Blur detection and denoising

Blurring happens as a result of convolving an image frame with the point spread function (PSF) (also called a blur kernel) [51] as shown in Eq. (2). Blurring is caused by a slower shutter speed, causing the motion of the moving object to be embedded in the image. However, blurriness of an image depends upon the presence of movement, speed and direction.

The blur kernel’s $H$ dimensions are represented as $(N \times N)$. For $H$, let $n \in \{1,2,\ldots,N\}$ represent the index of the blur kernel element. The frame $F$ is represented as a matrix of dimensions $(I \times J)$, as shown in Fig. 2. For any frame $F$, let $i \in \{1,2,\ldots,I\}$ and $j \in \{1,2,\ldots,J\}$ be used to index every pixel in a frame along the horizontal and vertical direction respectively as shown in Fig. 2. Convolution of a frame $F$ as shown in Fig. 2 with an unknown blur kernel (primarily caused by motion artifacts/unknown elements) $H$, creates a blurred frame $\beta$ having the same size as frame $F$. Frame $\beta$ can mathematically be represented using Eq. (2), where “$*$” represents the convolution operation.

$$\beta(i,j) = F(i,j) * H(n,n)$$
Equation (2) represents an element by element convolution of frame $F$, starting with the pixel location $i = 0, j = 0$ and ending with $i = I$ and $j = J$. However, blur kernel determination and deblurring by blur kernel estimation is a topic out of scope from this paper and the problem aiming to be solved. However, given the nuisance of a blurred frame, blur detection and denoising is chosen as an alternative technique to minimize blur effects caused by motion artifacts. By convolving the detected face region with a 3x3 (used in the experiment) edge detecting Laplacian kernel \[52\], the 2nd derivatives of the image are approximated \[52\] using Eq. (3). The reason for using the specified kernel size (3x3) is to exploit spatial coherence of neighboring pixels, thereby averaging noise associated with motion artifacts. Calculating the 2nd derivative of an image frame provides responses in the form of edge magnitudes. Edge magnitudes depends on the amount of moving subject blending with the stationary background. Greater blending with the background causes the subject of interest to be severely motion blurred (subject appearance gets distorted), rendering the frame invalid for continued face detection, causing a break in pixel intensity estimation from the regions of interest. Hence, to avoid said problem, the magnitude of blurriness is determined by measuring its variance spread as given by Eq. (4). Greater the variance response, greater the number of edges being detected and sharper the image in the frame becomes. Hence, a bigger sized kernel can be preferred with loss in information from edge magnitudes. Based on the assumption that a subject starts off any motion scenario from a static position with the background being static (camera position fixed), the first 30 frames (if 30 frames per second (fps) camera is used) are motion and blur free. The variance of each of the first 30 frames is calculated using Eq. (4). The average of the calculated variances over the first 30 frames is taken as the threshold for blurriness detection. Using the threshold, the current frame is either labelled blurry or normal. \forall i \text{ and } j \in \beta:

$$L(i, j) = \frac{\partial^2 \beta}{\partial i^2} + \frac{\partial^2 \beta}{\partial j^2}$$  

(3)

$$\text{Variance}_{(i,j)} = \left( \sum_{i=0}^{I} \sum_{j=0}^{J} [L(i, j) - \bar{L}]^2 \right)$$  

(4)

where $\bar{L}$ is the mean of absolute values as given by,

$$\bar{L} = \frac{1}{IJ} \sum_{i=0}^{I} \sum_{j=0}^{J} |L(i, j)|$$  

(5)

If the blurriness of a motion induced frame falls below the threshold, the frame is deemed blurred and is subject to de-noising (as illustrated in Fig. 1), followed by further processing for HR estimation.

3.3 Feature point tracking using bounded Kalman filter technique

The goal of feature tracking is to consistently track feature points of the 3 ROIs in every frame, thereby capturing the pulsatile information using the reflected hue values from the tracked features. The dynamic tracking of color intensity change per pixel is handled by HSV color space transformation. As color is not sensitive to rotation, shift and scale, the selected color space (HSV) though device dependent, has been found to show better or equal results in comparison with CIE XYZ (a device independent color space) color space [8].

Tracking feature points between frames is a challenging task. The points are stochastic and may cause observations to become missing due to poor video quality, noisy observations due to changes in illumination, occlusions, features that are moving in close proximity to each other, etc.

The proposed Bounded Kalman Filter (BKF) approach is a motion estimation model that is employed to track the regions of interest from frame to frame. It serves as a mathematical
extension to the existing Kalman filter [53]. An assumption that the predicted frame’s (i.e., frame F) feature point locations depend on the velocity of the feature points from previous frames is being made. Thus, by modelling a function whose input is the actual (frame (F-2) and frame (F-3)) and predicted (frame (F-1)/current frame) feature point locations, the errors due to drift and instantaneous movements can be minimized. After substitution of the predicted feature point position in the modelled function, the new feature point location is calculated with minimum error. The model as shown in Fig. 3 aims to achieve frame to frame feature tracking with negligible drift error in various illumination conditions by modelling the trajectory of the previous state of the feature points as a function. The original Kalman filter predicts the feature locations by estimating the uncertainty of the predicted value and computing a weighted average of the predicted and measured value, with drift errors of feature points associated with sensitivity caused by sudden and fast movements of a subject. However, BKF eliminates drift errors/ errors caused by sudden/instantaneous subject head movements using the modelled historical (trajectory) function of the feature points.

The BKF makes use of the cubic spline interpolated function modelled using historic feature point predictions to extrapolate the next possible feature point locations. The 5 x 5 neighborhood (based on heuristic) of the extrapolated feature point, will serve as the boundary kernel for the Kalman filter prediction. The boundary kernel, in combination with BKF, is found to eliminate drift errors associated with motion estimation.

3.3.1 Prediction state calculation

The BKF consists of three primary phases, predict phase as given by Eq. (6), Eq. (7), Eq. (8) and Eq. (9), update phase as given by Eq. (11) and Eq. (12) and boundary comparison phase as given by Eq. (13) and Eq. (14).

Let frame F (predicted) be as shown in Fig. 2. and frame (F-1). The feature points in the three ROIs is subject to the following processes. Let K feature points be tracked for every frame from all the three ROIs put together.

\[ E_F = \begin{bmatrix} E_1 & E_2 & \ldots & E_K \end{bmatrix} \]  \hspace{1cm} (6)

where,

\( E_F \): Predicted feature point matrix at frame F (predicted frame)
**E_k**: Predicted feature point \((k^{th} \text{ feature point}) \) location = \((x_k, y_k)\)

\(x_k\): Predicted horizontal coordinate from the \(i^{th}\) coordinate of the current frame’s feature point

\(y_k\): Predicted vertical coordinate from the \(j^{th}\) coordinate of the current frame’s feature point

\(K\): Total number of feature points being tracked from all ROIs, where, \(k \in \{1, 2, 3, \ldots, K\}\) is used to index each of the feature point being tracked.

The location \((E_k)\) of a feature point \((k^{th} \text{ feature point}) \) in frame \((F)\) can be predicted with the help of acceleration and velocity of the same feature point from the current frame \((F-1)\) using Eq. (7) (kinematic equation). The feature point matrix \((E_p)\) stores all the predicted locations of feature points being tracked. For each predicted frame \(F\), The Kalman filter function helps in the calculation of acceleration \((U_k)\) for each tracking feature point and associated process noise \((W_k)\) or uncertainty due to unmodeled influences (like a sudden change in the position of a subject’s head because they wanted to) for frame \(F\). While frame \(F\) is a matrix, its subscript representation in Eqs. (7) - (14) denote a reference to that frame.

\[
E_k = AE_{k(F-1)} + BU_k + W_k
\]

where,

\(F\): Predicted frame

\(F-1\): Current frame

\(E_k\) : Predicted feature point location = \((x_k, y_k)\) in frame \(F\)

\(E_{k(F-1)}\) : Feature point location for frame \(F-1\) (current frame)

\(\delta t\) : time between two frames (see A and B matrix below)

\(U_k\) : acceleration of \(k^{th}\) feature point in frame \(F\)

\(W_k\) : process noise of \(k^{th}\) feature point in frame \(F\) (is the process noise which is assumed to be drawn from a zero-mean multivariate normal distribution with variance \((Q_k)\), where \(W_k ~ N(0, Q_k)\))

\[
A = \begin{bmatrix}
1 & \delta t & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & \delta t \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

\[
B = \begin{bmatrix}
\frac{1}{2} \delta t^2 & 0 \\
\delta t & 0 \\
0 & \frac{1}{2} \delta t^2 \\
0 & \delta t
\end{bmatrix}
\]

Feature point locations vary between frames in terms of changes in velocity and acceleration. Hence, it can be assumed that the feature points can be represented in terms of the fundamental matrix for Newtonian systems [54]. The matrix \(A\) (4x4 matrix represents a
change in horizontal and vertical directions) depicts a change in time \( \delta t \) between frame \( F \) and frame (F-1) as a result of the \( k^{th} \) feature point’s velocity in frame (F-1). Since there is a change in velocity of the feature point between frames, there is also a change in acceleration. The prediction \( \bar{E}_k \) is further fine-tuned by summing the velocity component \( A E_{(F-1)_k} \) with the acceleration component by multiplying acceleration of the \( k^{th} \) feature point in frame (F-1) and matrix \( B \) (4x2 matrix, where the first column represents coefficients for change in position \( \frac{1}{2} \delta t^2 \), and coefficients for change in velocity \( \delta t \) along horizontal direction, while the second column represents the same for change in vertical direction). This section provides detail on predicting the locations of all the feature points being tracked for the predicted frame \( F \) and its parameters.

3.3.2 Predicted process covariance matrix

The covariance matrix \( \Sigma_p \) and \( \Sigma_q \) is the uncertainty in the predicted feature point location and its associated noise respectively as given by Eq. (9) and Eq. (10). Process covariance matrix \( \Sigma_p \) captures the correlation of the feature point’s position and velocity. The process covariance vector \( \Sigma_{Fp} \) stores the process covariance matrix of each feature point being tracked.

\[
P_F = \begin{bmatrix} p_1 & p_2 & \ldots & p_k \end{bmatrix}
\]

(8)

where,

\( P_F \): Process covariance matrix of the feature points being tracked in frame \( F \)

\( p_k \): Process covariance matrix of \( k^{th} \) feature point in frame \( F \)

\[
p_k = A p_{(F-1)_k} A^T + Q_k
\]

(9)

where,

\( p_k \): Process covariance matrix of \( k^{th} \) feature point in frame \( F \)

\( Q_k \): Process noise covariance matrix of \( k^{th} \) feature point in frame \( F \)

\( p_{(F-1)_k} \): Process covariance matrix of \( k^{th} \) feature point in frame (F-1)

\[
Q_k = BB^T \sigma_{BU_k}^2
\]

(10)

Process covariance matrix for \( k^{th} \) feature point assumes that the highest order term (acceleration of feature point) is constant for the duration of each time period \( \delta t \) [53,54]. However, not only does the acceleration of a feature point differ between time periods \( \delta t \), but is also uncorrelated between time periods [53,54]. Hence covariance of the process noise can be defined by Eq. (10). The described equation has significant ramifications for the behavior of the Kalman filter. If the value of \( Q_k \) is too small (change in time period \( \delta t \) between frames and variance \( \sigma_{BU_k}^2 \) due to acceleration values are small), then the filter will be overconfident in predicting the location and will diverge from the actual measurement. If the value of \( Q_k \) is too large, then the filter will be influenced by the noise in the measurements and may not perform optimally. This section provides the uncertainty prevalent in predicting locations of all the feature points being tracked for the predicted frame \( F \).
3.3.3 Kalman gain

The Kalman gain ($G_k$) of the $k^{th}$ feature point being tracked in frame $F$ is inversely proportional to measurement error ($R$). Since Kalman gain is a minimum mean square error estimator, as measurement error decreases, the accuracy of feature point tracking improves, while keeping the Kalman gain low.

$$G_k = \frac{p_k M^T}{M p_k M^T + R}$$ (11)

where,

$G_k$: Kalman gain for the $k^{th}$ feature point in frame $F$

$R$: Observation/measurement errors

$M$: Dimension-preserving matrix

When making an actual measurement of the true position of feature points being tracked, measurement noise is assumed to be summed with the actual measurement, making it noisy. So, measurement noise is also assumed to be normally distributed, with mean 0 and standard deviation ($\sigma_z$). Hence $R$ (measurement error) can be calculated as the variance of the measurement noise ($\sigma_z^2$). The calculation of $R$ is straightforward because the variance associated with measurement noise can be calculated from the actual measurement of the feature point from the previously predicted frame. This section provides information on Kalman gain and its parameter values for each feature point being tracked in frame $F$.

3.3.4 Current state calculation

The current state of the $k^{th}$ feature point is calculated using the predicted feature point ($E_k$), Kalman gain ($G_k$) and the measured position of the tracking feature point ($y_{(F+1)}$) as given by Eq. (12). The current state helps improve the accuracy of the next prediction with the help of the current observation ($y_{(F+1)}$).

$$E'_k = E_k + G_k \left[ y_{(F+1)} - ME_k \right]$$ (12)

where,

$E'_k$: Updated predicted feature point after an actual observation has been made

$y_{(F+1)}$: A new observation (measurement) of the $k^{th}$ feature point in frame $F$ when the current frame of prediction is ($F + 1$)

The current state of all the feature points being tracked helps reduce the uncertainty associated with extreme motions (roll, pitch and yaw of head) and improves accuracy of prediction over time.

3.3.5 Extrapolated bound

The Cubic spline interpolation function takes as its input, the actual (frame ($F-2$) and frame ($F-3$)) and predicted (frame ($F-1$)/ current frame) feature point locations of the $k^{th}$ feature point. The function is modelled as given by Eq. (13).

$$S_y(x_k) = ax_k^3 + bx_k^2 + cx_k + d$$ (13)
where, \( S_F(x_k) \) and the coefficients of the spline functions \( a, b, c \) and \( d \) are derived by solving Eq. (14) for each of the previous frames as presented below.

\[
S_F(x_k) = \begin{cases} 
S_{(F-1)_h}(x_{(F-1)_h}), & E_{(F-1)_h} \leq x_{(F-1)_h} < E_{(F-2)_h} \\
S_{(F-2)_h}(x_{(F-2)_h}), & E_{(F-2)_h} \leq x_{(F-2)_h} < E_{(F-3)_h} 
\end{cases}
\]  

(14)

where,

\[ E_{k} = (x_k, y_k) \text{ [frame } F\text{]} \]

\[ E_{(F-1)_h} = (x_{(F-1)_h}, y_{(F-1)_h}) \text{ [frame } F-1\text{]} \]

\[ E_{(F-2)_h} = (x_{(F-2)_h}, y_{(F-2)_h}) \text{ [frame } F-2\text{]} \]

\[ E_{(F-3)_h} = (x_{(F-3)_h}, y_{(F-3)_h}) \text{ [frame } F-3\text{]} \]

Equation (13) (modelled trajectory function) is the extrapolator created using Eq. (14), and is a function of the \( F\text{th} \) frame and takes as its input, the \( x \) coordinate of \( k\text{th} \) feature point as computed by Kalman filter, to find the corresponding location of the \( k\text{th} \) feature point in the same frame based on the trajectory of the previous 3 frames. This step is illustrated in Fig. 4 for a single feature point for the \( F\text{th} \) frame using the feature point’s location in \( F-3\text{ th}, F-2\text{ th} \) and \( F-1\text{ th} \) frame. Once found, the Kalman filter predicted point is confined to the 5x5 neighborhood (based on heuristic) of the extrapolated feature point. If the Kalman filter point is within the neighborhood, no change in location is instituted, else, it is made to assume the nearest neighbor within the 5x5 neighborhood of the extrapolated feature point.

Fig. 4. Illustration of extrapolated bound using interpolated spline function for predicted feature point \( k \) (Face image from Ref [55]).

Once extrapolated, the new location will become the current state of Kalman filter, for which the process covariance matrix gets calculated, which then determines the uncertainty in the predicted value, providing it as feedback for the next iteration.

### 3.4 HR estimation

The normalized hue value of all the feature points being tracked using the BKF within the 3 ROIs are calculated for each second and appended to a 30 second sliding window [9] for Stationary, Mixed and Rotation motion types as explained later. Fast Fourier Transform [FFT] is effective when the sliding window length is 30 seconds or less [49]. For the walk based motion type, the average hue values are appended to a 4 second sliding window because of
the short duration (13-15 seconds) of the videos. The signal is detrended to remove slow and stationary trends of the signal to avoid errors due to motion artifacts. A finite impulse response (FIR) Butterworth bandpass filter with a band-pass of [0.75, 4] Hz corresponding to a pulse range of [45, 240] beats per minute (bpm) is computed [10]. The power spectrum of the signal is then computed every second to yield a pulse rate. Pulse rate estimation is performed by finding the peak frequency from the power spectrum within the range of 0.75 to 4 Hz corresponding to a pulse rate range of 45 to 240 bpm [10,30]. The HR estimation step is described concisely as shown in the Algorithm box below.

Algorithm: HR Estimation

Input: Frames from previous section

1. Detrend the signal
2. Perform bandpass filtering to contain signal in the [0.7-4] Hz band
3. Perform Fast Fourier Transform [FFT] on the 30 second sliding window from the previous step and calculate the Power Spectral Density [PSD] and normalize it
4. Find corresponding frequency of the highest/peak power value of the power spectrum
5. Multiply the frequency value by 60 and display the B.P.M.

Output: Heart rate of the subject in beats per minute

[B.P.M.]

4. Experiment

This section presents the experimental setup for evaluating the proposed algorithm along with three other state of the art methods. We evaluate the proposed method using the following experiment. The methods are implemented in Python using OpenCV 2.4 library [46] and ran on a laptop with an Intel Core i7 2.7Ghz. processor and 8 GB RAM. The source code for the proposed algorithm has been publicly made available [56].

4.1 Benchmark data set

For this study, we created our own data set containing 200 video sequences (each video lasting 60 seconds) using the front HD camera which is a CMOS type sensor of a Surface 4 tablet. All videos are recorded in a 24-bit RGB color format having a resolution of 1920 x 1080, recorded at 29.97 frames/second (NTSC video standard) and stored as uncompressed data. The videos were debayered and recorded using the default applications set by the manufacturer in the H264–MPEG–4 AVC (part 10) (avc1) codec using the (.mp4) video format. The Polar H7 HR Bluetooth monitoring system is an FDA approved device that has been used for pulse rate monitoring to record the ground truth HR. The Polar H7 monitor is a wireless chest electrode worn by the subjects around their chest and has been used in prior studies [57–61]. The studies have proven Polar H7 monitor measurements to be significantly reliable in comparison with ECG and fingertip pulse oximeter readings. Additionally, HR monitoring devices have grown to be worn as common monitoring devices in the recent years and Polar H7 monitor has been proven to be used in comparison with the gold standard ECG device, while the growing hand worn HR monitoring devices have not yet been. Thus, in order to obtain accurate ECG grade pulse rate readings and to enable the proposed algorithm to be used reliably for remote HR monitoring, a case study using Polar H7 monitor has been made. A total of 25 subjects (eighteen male and seven female subjects; mean = 22.8, sd. = 2.31) aged from 20 to 28 years were enrolled for the experiment. The age distribution of the subjects recruited for the experiment is further illustrated as shown in Fig. 5. As the experiment involves human subjects, Institutional Review Board (IRB) approval was sought and attained. Each subject was recorded (one minute) performing four types of activities (termed motion), namely Stationary action, Rotation (Roll) action as shown in Fig. 6 (first row), Mixed action (yaw, pitch, scaling and translation) as shown in Fig. 6 (second row) and
a 4ft. walk towards the camera as shown in Fig. 7 in two different lighting scenarios, 300 Lux and 150 Lux. The heart rate distributions of all the 25 participants for each motion scenario is depicted as shown in Fig. 8. Additionally, Table 2 describes the mean and standard deviation of all the ground truth HR for 25 subjects as measured via Polar H7 monitor as they perform the various motion scenarios. Each motion recording starts with the subject remaining stationary for the first five seconds to allow face detection, following which, the subject performs the motion activity until the end of the recording. The subjects were instructed to perform the motion with a fast pace and changing head orientations to better replicate the various real-world scenarios. An iPhone application (Light meter), calibrated with high-precision illuminometer, along with the rear-view camera of iPhone SE (CMOS Exmor RS sensor, 12 Megapixel resolution) has been used to continuously measure the lighting conditions throughout the course of the experiment for all video sequences. A D65 standard illuminant has been utilized as the illuminant source for the experiment. From literature review, it was discovered that research studies [5,12] describe the type of lighting used in a general manner with no quantification, which does not help in scientific comparison. Since the goal of the study is in formulating a motion robust algorithm, motion and varied illumination is considered as the key variables/factors.

![Age distribution of subjects inducted for the experiment](image1)

Fig. 5. Histogram depicts the age distribution of the subjects recruited for the experiment.

![Subject (first row) performing rotation motion; subject (second row) performing mixed (yaw and pitch) motion; ROI tracking enabled](image2)

Fig. 6. Subject (first row) performing rotation motion; subject (second row) performing mixed (yaw and pitch) motion; ROI tracking enabled

![Subject walking a distance of 4ft. towards the camera.](image3)

Fig. 7. Subject walking a distance of 4ft. towards the camera.
Fig. 8. Histograms representing the distribution of ground truth HR as captured from the Polar H7 monitor across 25 subjects in 8 motion scenarios.
Table 2. Mean and standard deviation of the ground truth HR as captured from the Polar H7 monitor across 25 subjects in 8 motion scenarios

<table>
<thead>
<tr>
<th>Motion Scenario</th>
<th>Mean (B.P.M.)</th>
<th>Standard Deviation (B.P.M.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>300 Lux Stationary Scenario</td>
<td>73.39</td>
<td>10.42</td>
</tr>
<tr>
<td>150 Lux Stationary Scenario</td>
<td>71.32</td>
<td>10.02</td>
</tr>
<tr>
<td>300 Lux Rotation Scenario</td>
<td>71.42</td>
<td>9.82</td>
</tr>
<tr>
<td>150 Lux Rotation Scenario</td>
<td>71.62</td>
<td>9.37</td>
</tr>
<tr>
<td>300 Lux Mixed Scenario</td>
<td>71.83</td>
<td>9.74</td>
</tr>
<tr>
<td>150 Lux Mixed Scenario</td>
<td>73.21</td>
<td>8.69</td>
</tr>
<tr>
<td>300 Lux 4ft. Walk Scenario</td>
<td>82.34</td>
<td>9.05</td>
</tr>
<tr>
<td>150 Lux 4ft. Walk Scenario</td>
<td>82.40</td>
<td>9.96</td>
</tr>
</tbody>
</table>

4.2 Evaluation metrics

For evaluating the accuracies of HR measurement methods, different kinds of statistics have been used in previous papers. For a comprehensive comparison of the algorithms, three kinds of primary statistics used in previous research works are employed [5,9–11]. The first one is the mean error (HRerror), where \( HR_{error} = HR_{gt} - HR_{method} \), and \( HR_{method} \) denotes HR measured from video using the various methods, and \( HR_{gt} \) is the ground truth HR obtained from the Polar system. The second metric is the standard deviation of \( M_c \) denoted as SDerror. The third metric is the root mean squared error denoted as RMSE.

Finally, the Analysis of Variance (ANOVA) is performed on the mean B.P.M. values obtained from three factors, Luminance, Motion and rPPG method, having two levels for luminance, and four levels for motion and rPPG methods to analyze the significance of difference in the means, i.e., to show if the main variation in mean B.P.M. is due to variation in method, motion or luminance. Tukey honestly significant criterion (HSC) is used for post-hoc comparison to further evaluate the posteriori pairwise comparison in order to determine which method is significantly better than the other in terms of accuracy and agreement of predicted HR values with respect to the ground truth values.

4.3 Compared methods

The proposed algorithm is compared against the following state-of-the-art rPPG methods, namely, CHROM [12], DistancePPG [13] and Lam et al. [11]. All three methods claim motion robustness and hence help in effective comparison against the proposed method. The CHROM method assumes specular reflection (illuminant information only) and intensity variations as being primary barriers for accurate heart rate measurement and effectively removes the specular reflection by color difference. The DistancePPG method is chosen for comparison to illustrate the advantage of the proposed method over optical flow based techniques. Though [27] employs a similar optical flow estimation technique, we were not able to obtain worthy results against any motion condition and hence choose to report our results using a latter DistancePPG method. In addition, some components of related work include proprietary data [5] and when its implementation was tried, better results were obtainable from [12] as mentioned in [62]. For the sake of uniformity, the comparing algorithms were tested using the created data set. All parameters remain identical when processing different videos.

5. Results

The x and y trace of a sample feature point from the ROIs as shown in Fig. 2 is subject to different motion scenarios (except for walk (as the traces primarily change with respect to the distance from the camera) and stationary scenario) in a 150 Lux lighting condition as illustrated with the help of Fig. 9. Figure 9 describes the motion tracking of a sample feature point while a subject was performing various head movements. The bounded Kalman filter
technique and Kalman filter are compared. With reference to Fig. 9, the accuracy of the Kalman filter method is significantly diminished during rapid direction changes or continuous direction changes, in comparison with the bounded Kalman filter technique being proposed in the paper.

The result from the ANOVA analysis is shown in Table 3. For each comparison, a common significance threshold (p-value < 0.05) is used. Illumination variation was found to not be statistically significant, with a high p value of 0.879. Since $p > 0.05$, the result reveals that the variation of illumination is limited against the comparing methods and various motion conditions. Thus, using results from Table 3 and by observing the flat responses as shown in Fig. 10 and Fig. 11, we can conclude that illumination variation does not have a significant role to play in the experiment. A study by [13] reveals that ambient light ranges from (400-500) Lux. However, this work conducted the experiment in a typical real-world environment (i.e., office space) having a maximum luminance of 300 Lux with all lights turned on. Thus, the experiment was conducted with lighting luminance below the ambient condition. This might be one of the reasons for lighting to not play a significant role. At the same time, the proposed and comparing methods as proven by their respective papers are illumination invariant.

However, the other two factors, motion and rPPG method reveal a statistically significant difference in mean B.P.M. measurements. This statement is supported by the results in Table 3 for both the lighting conditions. The main effects plot and the interaction effects plot as shown in Fig. 10 and Fig. 11 reveals the proposed method to have a significantly stronger main effect in comparison to Lam et al. and DistancePPG method. However, the difference in effects of the proposed method with CHROM seems visually minimal and hence post-hoc analysis is sought to numerically verify significance. Since the ANOVA results only show a significance in mean B.P.M., a sensitivity analysis using Tukey's Honestly Significant Criterion is conducted to analyze which rPPG method exhibits significance. The two rPPG methods, namely the proposed and CHROM methods show statistical significance using Tukey’s post-hoc analysis as shown in Fig. 12 and Table 4, meaning that the difference in mean B.P.M. caused by these methods is not due to chance or sampling. The significance of the proposed method against the comparing methods, with $p$ value < 0.05 has been shaded for identification purposes as shown in Table 4.

Additionally, Table 5 shows RMSE (the average of the measures which amplifies and penalizes large errors, describing the reliability of the methods against the ground truth HR values) values for the proposed method to be significantly low (illustrated through the grey shading) in comparison with CHROM and the other comparing methods, making the proposed method a reliable option in predicting HR with robustness. The standard deviation of mean error and the values for bias as shown in Table 5 reveal that the proposed method and CHROM method underestimate HR measurements. The mixed motion conditions seem to have the most underestimation in comparison to other conditions. Another result worth highlighting is the higher RMSE values associated with the rPPG methods being compared. This however is at the cost of computation and latency costs while using ICA based method as highlighted by [7,8] in their respective papers. The error associated with motion tracking is significantly low in comparison to the optical flow based DistancePPG method.
Fig. 9. Figure explaining the x and y trace of a sample feature point from the ROIs during the specified movements (from top: Horizontal movement, Vertical movement, Random anti-clockwise rotation and Random horizontal and vertical movement). The actual and predicted position of the sample feature point is represented using a white and green colored line respectively.

Fig. 10. Main Effects Plot for the 2x4x4 Factorial Design.

Fig. 11. Interaction Plot for the 2x4x4 Factorial Design.
Table 3. Output of ANOVA for a 2x4x4 factorial design

<table>
<thead>
<tr>
<th>Source</th>
<th>DF</th>
<th>Adj SS</th>
<th>Adj MS</th>
<th>F-Value</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light Lux</td>
<td>1</td>
<td>1.6</td>
<td>1.62</td>
<td>0.02</td>
<td>0.879</td>
</tr>
<tr>
<td>Motion</td>
<td>3</td>
<td>19798.3</td>
<td>6599.42</td>
<td>94.52</td>
<td>0.000</td>
</tr>
<tr>
<td>Method</td>
<td>3</td>
<td>5248.6</td>
<td>1749.55</td>
<td>25.06</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Fig. 12. Tukey Simultaneous Tests for Differences of Means in rPPG Methods.

Table 4. Tukey’s Honestly Significant Criterion results for significance in rPPG methods

<table>
<thead>
<tr>
<th>Difference of Method Levels</th>
<th>Difference of Means</th>
<th>SE of Difference</th>
<th>Simultaneous 95% CI</th>
<th>T-Value</th>
<th>Adjusted P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kumar et al. - CHROM</td>
<td>-2.600</td>
<td>0.836</td>
<td>(-4.745, -0.455)</td>
<td>-3.11</td>
<td>0.010</td>
</tr>
<tr>
<td>Lam et al. - CHROM</td>
<td>-4.560</td>
<td>0.836</td>
<td>(-6.705, -2.415)</td>
<td>-5.46</td>
<td>0.000</td>
</tr>
<tr>
<td>Proposed - CHROM</td>
<td>2.200</td>
<td>0.836</td>
<td>(0.055, 4.345)</td>
<td>2.63</td>
<td>0.042</td>
</tr>
<tr>
<td>Lam et al. - Kumar et al.</td>
<td>-1.960</td>
<td>0.836</td>
<td>(-4.105, 0.185)</td>
<td>-2.35</td>
<td>0.088</td>
</tr>
<tr>
<td>Proposed - Kumar et al.</td>
<td>4.800</td>
<td>0.836</td>
<td>(2.655, 6.945)</td>
<td>5.74</td>
<td>0.000</td>
</tr>
<tr>
<td>Proposed - Lam et al.</td>
<td>6.760</td>
<td>0.836</td>
<td>(4.615, 8.905)</td>
<td>8.09</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 5. Summary of Evaluation Metrics (Shaded cells illustrate lowest errors)

<table>
<thead>
<tr>
<th>Illumination</th>
<th>Motion Type</th>
<th>Mean Error</th>
<th>SD Error</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stationary</td>
<td>-2.24</td>
<td>-6.51</td>
<td>-6.52</td>
<td>-11.13</td>
</tr>
<tr>
<td>Stationary</td>
<td>-1.66</td>
<td>-1.76</td>
<td>-2.28</td>
<td>-11.10</td>
</tr>
</tbody>
</table>
Fig. 13. Bland-Altman plots for four motion-scenarios in two illumination conditions. The Bland-Altman agreements are calculated between rPPG-signals and \( HR_g \) values.

Table 6. Bland-Altman Agreements

<table>
<thead>
<tr>
<th>Bland-Altman Agreements</th>
<th>Proposed</th>
<th>CHROM</th>
<th>Kumar</th>
<th>Lam</th>
</tr>
</thead>
<tbody>
<tr>
<td>300 Lux Stationary</td>
<td>80%</td>
<td>65%</td>
<td>59%</td>
<td>44%</td>
</tr>
<tr>
<td>150 Lux Stationary</td>
<td>81%</td>
<td>61%</td>
<td>68%</td>
<td>41%</td>
</tr>
<tr>
<td>300 Lux Rotation</td>
<td>64%</td>
<td>55%</td>
<td>44%</td>
<td>43%</td>
</tr>
<tr>
<td>150 Lux Rotation</td>
<td>56%</td>
<td>41%</td>
<td>41%</td>
<td>37%</td>
</tr>
<tr>
<td>300 Lux Mixed</td>
<td>52%</td>
<td>43%</td>
<td>46%</td>
<td>35%</td>
</tr>
<tr>
<td>150 Lux Mixed</td>
<td>60%</td>
<td>52%</td>
<td>40%</td>
<td>39%</td>
</tr>
<tr>
<td>300 Lux Walk</td>
<td>80%</td>
<td>67%</td>
<td>47%</td>
<td>40%</td>
</tr>
<tr>
<td>150 Lux Walk</td>
<td>71%</td>
<td>60%</td>
<td>48%</td>
<td>44%</td>
</tr>
</tbody>
</table>

Bland-Altman plots for each motion and light scenario are shown in Fig. 13. Table 6 shows the agreements of the HR measurements between the rPPG and ground truth sensor in
correspondence to the plots in Fig. 13. The lower and upper level of agreements are calculated as ± 1.96σ, where σ is obtained between the HR values of the proposed method and the ground truth sensor to denote the variance range. The proposed method has a consistent performance with the 95% agreements ranging from 52%-81%, surpassing the benchmarked methods.

6. Discussion

The proposed method has been evaluated on subjects while they performed natural head (Roll, yaw, pitch) and body (walk from a distance of 4 ft.) movements under various lighting conditions (150 Lux and 300 Lux). Pulse-rate prediction during a walk however is found to be limited to a distance of 4ft (as observed across all benchmarked algorithms during the study). To enable continuous face detection from frame to frame, skin segmentation backed facial detection is employed to predict a human face. The face detector and feature tracker are both appearance dependent (visibility and clarity of human face in frame). This constraint makes sure that anything which matches the skin histogram template and contains facial features is only detected as a face (non-facial objects having similar skin color tone or any random objects do not get detected). This functionality also aids in detecting subjects from a distance (4ft. walk motion) as shown in the paper.

The ROIs of feature points are selected such that they represent high SNR quality and correlation with respect to the rPPG signal. The ROIs in the forehead and cheeks dynamically resizes depending on the distance of the camera from the subject whose face is being detected. Though a dynamic ROI is noisy, the ROI sizes modelled for the proposed method are constrained by a fixed aspect ratio. A fixed aspect ratio helps reduce disproportionate expansion or contraction of the ROIs, helping maintain consistency in the mean quality of the rPPG signal. However, the work can be expanded to find the optimal number of feature points to be tracked, as the distance from the camera varies. This expansion might assist in an increase in the accuracy of rPPG signals as the distance of the subject from the camera varies.

Feature point and ROI tracking is enabled by a bounded Kalman filter approach as designed in the paper. The bounded Kalman filter uses a cubic spline extrapolation mechanism to effectively control drift and sensitivity of feature point motion detection to improve accuracy of tracking against random head movements/motion artifacts. However, illumination variation has been consistently found to be a limitation found in the literature. The proposed algorithm addresses the illumination variation limitation. By utilizing the rotation, size and shift invariance property of the dynamically changing pixel intensity values, feature tracking is further made illumination invariant by utilizing the HSV color space [8]. The hue parameter of the HSV color space represents the dominant wavelength of light either being reflected from or absorbed by the ROIs. HSV color space, though device-dependent, after being found to be successful in capturing noise-free rPPG signal [8], has been made use of in extracting the dominant wavelength from the detected face, making the method illumination invariant. The experimental results reveal that the proposed algorithm is prone to illumination variation. However, the proposed algorithm has not been utilized for rPPG signal detection in scenarios featuring colored illumination or multi-colored illumination. That being said, incorporating a white-balancing step to the existing algorithm might possibly enable the proposed algorithm to process a video recorded in a different colored lighting.

Table. 5 draws upon an interesting observation. The mean error of the proposed and comparing algorithms seems to all be negative. This means that the proposed and comparing algorithms are under predicting the heart rate of the subjects. Taking a closer look at each person’s mean error for each motion scenario reveals the magnitude of underestimation to have a dominant effect over the entire HR estimation process. However, the reason for such an occurrence of this magnitude can be reasoned from Table 2. Table 2 illustrates each motion scenario (Except for 4ft. walk) to approximately have the same mean and standard deviation. The ground truth heart rate of most of the subjects seems to lie in the range of 60-
Taking a closer look at the data of each motion scenario against a subject reveals that whenever a prediction of e.g. (60 – 65) b.p.m (say ground truth data) is to be made, the predictions by the algorithms (primarily the comparing algorithms) seem to find difficulty identifying the right peaks in the HR spectrum. The reason for such a problem to arise has rightly been explained by [63]; where the authors find uncorrelated motion artifact as a result of some activity by the subject and a correlated mechanical motion artifact signal by the name of ballistocardiogram to get summed up to provide the PPG signal, causing low frequency oscillations to get multiplied by the same factor with which motion gets scaled. The proposed algorithm, based on Table 5 and the discovered problem, is found to be relatively motion robust in comparison with the other algorithms, even in the presence of low frequency PPG signal with motion artifacts.

Though the study has presented significant results, the ability of a rPPG algorithm has to be enhanced to monitor pulse rate in scenarios featuring extensive motion activity (head movements during walk etc.). Feasibility and accuracy of an rPPG system can be improved with additional scenarios and advanced noiseless motion tracking algorithms. Currently, the Polar H7 monitor does not possess the functionality to output PPG signals. Therefore, the variation between camera-based PPG signals and the Polar device has not been illustrated. Future work will explore the use of devices capable of also measuring PPG signals.

7. Conclusion

Prior rPPG methods of pulse-rate measurement from face videos attain high accuracies under well controlled uniformly illuminated and motion-free situations, however, their performance degrades when illumination variations and subjects’ motions are involved. The proposed method has been found to be more accurate in comparison with the compared publicly available state of the art rPPG methods. From the results of the study, it can be inferred that variation in light illumination is not found to impact HR detection. The proposed method was applied in an environment featuring subjects walking towards the camera from a distance of 4ft. as shown in Fig. 7, attaining a mean error of $\approx \pm 3$ B.P.M., thus opening up a new paradigm in rPPG research domain. This advancement will enable the detection of heart rate while a person performs an exercise in the gym (though this was discussed in [12], it featured a stationary stepping device) without intimidating the subject by keeping a close distance.

The presented work can be combined with affective computing research in determining the heart rate of a person without having the subject wear a heart rate monitor. It also has the potential of being employed in hospitals to predict the heart rate as patients walk in, without the constraint of having to be in a stationary position. Moreover, it can be combined with Microsoft Kinect to be used as a real time ergonomic system as done by [64] or predicting designers’ comfort with engineering equipment [65]. Future research expansions could be devoted to predicting pulse-rate in environments where subjects are made to walk longer distances, gender difference is considered an experimental design factor and activities other than motions performed before the subject’s laptops/desktop computers are devised as part of the experimental design.
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